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In the sequel, A will always denote a subset of the real line having at
least n +2 elements (n ~ 0), /[ = inf(A), /2 = sup(A), and leA) will denote
the convex hull of A (thus for example, if A = [2, 3) u (4, CX)), then leA) =
[2, (0)); Zn= {Zo, ..., Zn} will be a set of real valued functions defined
on A; by S(Zn) we shall denote the linear span of Zn- We shall call Zn a
weak Cebysev system (Cebysev system), provided that Z n be linearly
independent on A, and for every choice of n + 1 points I, of A, with
lo<t[< .. · <tn' det[Z;(lj ); i,j=O, ...,nJ~O (>0). If Zk is a (weak)
Cebysev system for k = 0, ..., n, then Zn will be called a (weak) Markov
system. A normalized-or normed-(weak) Markov system is a (weak)
Markov system Zn for which Zo == 1. Markov systems are also called como.
plete Cebysev systems (cf. Karlin and Studden [2]). We shall say that
Un = {Uo' ..., Un} has been obtained from Z n by a triangular linear transfor
mation if Uo = zo, and

k= 1, 2, ..., n.

Note that if Zn is linearly independent then, for k = 0, 1, ..., n, Uk is a basis
of S(Zk)' We shall adopt the convention that if b";;a, then [a,b)=
(a,b]=0·

In [6, Theorem 1] we gave an integral representation of Markov
systems. Recently Zielke [llJ gave a counterexample and a corrected
version of this result, and generalized it to a class of normalized weak
Markov systems. The purpose of our paper is to extend the results of [11 J,
using a refinement of a new embedding property of normalized weak
Markov systems developed in [7].

A system Zn will be called nondegenerate if for every c in A, Zn is
linearly independent both on (- 00, c) n A and on (c, (0) n A, and it will
be called weakly nondegenerate provided that the following conditions are
satisfied:
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(1)

Condition I. For every real number c, Zn is linearly independent on at
least one of the sets (c, rI)) n A and (- rI), c) n A.

Condition E. For every point c in I(A) we have:

(a) If Zn is linearly independent on [c, rI)) n A, then there exists a set
Un' obtained from Zn by a triangular linear transformation, such that for
any sequence {k(r); r = 0, ..., m} with k(O) ~°and k(m) ~ n that is either
strictly increasing or contains exactly one element, the set {Uk(r);

r = 0, ..., m} is a weak Markov system on [c, rI)) n A.

(b) If Zn is linearly independent on (- rI), c] n A, then there exists a
set Vn> obtained from Zn by a triangular linear transformation, such that
for every sequence {k(r); r=O, ...,m} with k(O)~O and k(m)~n that is
either strictly increasing or contains exactly one element, {( _1)r -k(r)vk(r);

r = 0, ..., m} is a weak Markov system on ( - rI), c] n A.
Finally Zn will be called "representable" if for any point c in A there exist

a set Un= {uo, ..., un}, obtained from Zn by a triangular linear transforma
tion; a strictly increasing and bounded real function h(t), defined on A and
such that h(c) = c; and continuous, increasing, and nonconstant real
functions Wk(t), defined on I(h(A)), such that for all x in A

Uo= 1

f
h(X)

uj(x) = c dWj(t j)

In [11], Zielke essentially proved that a nondegenerate normalized weak
Markov system is representable. Our main result is:

THEOREM 1. Every weakly nondegenerate normalized weak Markov
system is representable.

Remarks. (i) In the statement of [11, Theorem 3], Zielke asserts that
the representation (l) is valid for some point c, but in the proof of the
theorem he actually shows that a representation exists for any point c in A.
The distinction is, however, immaterial: If (1) is satisfied for some point c
in A it is easy to see that for any other point c' in A there is a basis U~

of S(Zn), obtained from Un by a triangular linear transformation, having a
representation of the form (l) with c replaced by c'.

(ii) It can be shown that every nondegenerate normalized weak Markov
system satisfies Condition E (this has essentially been done in the proof of



WEAK MARKOV SYSTEMS 3

[8, Theorem 2J). Thus, every nondegenerate normalized weak Markov
system is weakly nondegenerate. The converse, however, is false: Let Uo == 1,
UI(X)=X on (0, IJ, uI(x)=1 on [1,2), and Uz(X) = [Ul(X)J 2 on (0,2).
Then Uz = {uo, UI' U2} is a weakly nondegenerate normalized weak
Markov system on (0,2). However U2 is not nondegenerate there.

(iii) The converse of Theorem 1 is false: let h(t) = t, wl(t) = Ion (-1,0),
w1(t)=t+l on [0,1), wz(t)=t on (-1,0), and wz(t)=O on [0,2). If
U2 = {uo, UI' uz} has a representation of the form (1), it is readily seen that
Uz ==°on ( -1, 1).

We shall call Zn strongly representable if it is representable and all the
functions w,(t) are strictly increasing on h(A). We shall say that A has
property (B), if for any two elements of A there is a third element of A
between them. As a consequence of Theorem 1 we shall prove:

THEOREM 2. Let A have property (B) and assume that Z" is weakly non
degenerate. Then Zn is a normalized Markov system if and only if it is
strongly representable.

COROLLARY. Let A have property (B) and assume that Z" is weakly non
degenerate. Then if Zn is a normalized Markov system on A there is a func
tion zn+ I such that also Zn U {zn+ d is a normalized Markov system on A.

If Zn is a Markov system, it is obvious that Condition I is satisfied. If,
moreover, A satisfies property (B), it is easy to see that Condition E is
satisfied for any point in (II, lz) n A, making the assumption of weak non
degeneracy redundant if neither II nor lz are in A; thus this corollary
generalizes the main result of [9]. Since it is not known as yet under what
circumstances Condition E will be satisfied at an endpoint, it is at present
unclear whether the corollary also generalizes the main result of [5]. We
intend to study this problem in a later paper.

A system Zn is called C-bounded if every element of Zn is bounded on
the intersection of A with any compact subset of I(A); if A is an interval
and every element of Zn is absolutely continuous in any closed subinterval
of A, we shall say that Zn is C-absolutely continuous. If Vn = {vo, ..., vn }

is a set of real functions defined on a real set B we say that Zn can be
embedded in Vn if there is a strictly increasing function h: A --+ B such that
v, [h(t)] =z ,(t) for every tEA and i = 0, 1, ..., n. The function h is called an
embedding function.

In the proof of Theorem 1 we shall need the following refinement of the
theorem of [7]:

THEOREM 3. Let c be an element of A. If Zn is a weakly nondegenerate
normalized weak Markov system on A, then Zn can be embedded in a weakly
nondegenerate normalized weak Markov system Vn of C-absolutely con-
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tinuous functions defined on an open bounded interval, and Vn and the embed
ding function h( t) can be chosen so that h(c) = c. Moreover if A satisfies
property (B), the converse statement is also true.

The proof of Theorem 3 is based on the following auxiliary propositions:

LEMMA 1. Let Zn be a weakly nondegenerate weak Markov system on a
set A, let p: A -+ R be a strictly increasing function, and let vr(t) =
zr(p-I(t)), r=O, ..., n. Then Vn is a weakly nondegenerate weak Markov
system on p(A).

The proof of Lemma 1 is straightforward and will be omitted.

LEMMA 2. Let [a, b] be a closed bounded interval. Assume that f is a
continuous function of bounded variation and that g is a strictly increasing
continuous function, both defined on [a, b]. For a ~ a ~ 13 ~ b, let V(j, a,f3)
denote the total variation offon [a, 13], Let c E [a, b] be arbitrary but fixed,
and define v(j, t) to equal V(j, c, t) on [c, b] and - V(j, t, c) on [a, c).
Finally, let q(t)= g(t)+v(j, t) and h(t)=f[q-l(t)]. Then h(t) is absolutely
continuous on [q(a), q(b)].

Proof of Lemma 2. The hypotheses imply that q(t) is strictly increasing
and continuous; thus q-l(t) is strictly increasing on [q(a), q(b)]. If
a < Sl < S2 < b, then If(s2)- f(sl)! ~ V(j, Sl' S2) = v(j, S2)-V(j, Sl) ~
v(j, S2) - v(j, Sl) + g(S2) - g(sl) = q(S2) - q(sl)' Thus, if (a l ,f3l)'
(a 2, 132), ..., (an, f3n) are disjoint subintervals of [q(a), q(b)] we have

n n

L \h(f3;) - h(a')l = L If[q-I(P;)] - f[q-I(IX;)]I
,=1 1=1

n n

~ L (q[q-I(P,)] _q[q-I(IX,)])= L (f3l- a,),
1= I ,= I

and the conclusion follows. Q.E.D.

The following lemma implies that every weakly nondegenerate nor
malized weak Markov system is C-bounded:

LEMMA 3. Let Un= {uo, ..., un} be a weakly nondegenerate normalized
weak Markov system on a set A, let II = inf(A), 12= sup(A), c E I(A), and let
u be any function in S(Un).

(a) If c> II and c is a point of accumulation of (II, c) n A, then
lim t --+ c- u(t) exists and is finite.

(b) If c < 12 and c is a point of accumulation of (c, 12) n A, then
limt--+c+ u(t) exists and is finite.
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Proof We only prove (a); the proof of (b) is similar and will be
omitted.

We proceed by induction. The assertion is trivially true for n = O. To
prove the inductive step, assume that for any function win S(Un_d (where
Un-1={uo, ...,un-d), lim,-+c-w(t) exists and is finite. If Un is linearly
independent on (- 00, c) II A there is a number dE A such that d?: c.
Indeed, this is obvious if c < 12 , whereas if c = 12 we can take d = 12 , Since
clearly Un is linearly independent on (- 00, d] II A, by Condition E we
conclude that there is a function u = Un + w, with WE S( Un _ 1)' such that u
is monotonic on (- 00, d] II A, whence the conclusion readily follows.
Assume now that Un is linearly dependent on (- 00, c) II A. Condition I
then implies that Un is inearly independent on (c, (0) II A, and therefore on
any set of the form (d', (0) II A, d' < c. Another application of Condition E
readily yields the conclusion for this case as well. Q.E.D.

The proof of the next proposition was sketched in [7].

LEMMA 4. Let Zn be a normalized weak Markov system of bounded
functions defined on a closed interval 1= [a, b]. Then all the elements of
S(Zn) are of bounded variation on 1.

Proof Let z be a function in S(Zn), arbitrary but fixed, let y be any real
number, and let v(y) denote the number of sign changes of z(t) - y. Since
[10, p. 12, Lemma 4.1] implies that v(y)::( n, and the boundedness of z(t)
implies that v( y) has bounded support, the conclusion follows from, e.g.,
[4, p. 257, Theorem 6]. Q.E.D.

LEMMA 5. Let Zn be a weakly nondegenerate normalized weak Markov
system defined on an interval I (open, closed, or semiopen), and let c E 1. If
z 1 is continuous at c, then all the elements of S(Z n) are continuous at c.

Proof We shall only prove that if c > inf(l), then all the elements of
S(Zn) are left-continuous at c. The proof of the other case is similar and
will be omitted.

We proceed by induction on n. For n = 1 the assertion is true by
hypothesis; assume therefore that n> 1.

If Zn is linearly independent on S1 = ( - 00, c] II I, then from Condi~

tion E we readily conclude that there is a set Un, obtained from Zn by a
triangular linear transformation, such that both {I, ( -1)n - lUn} and
{I, u1, ( - I tUn} are weak Markov systems on Sl' The first assertion is
equivalent to saying that (- 1t - lUn is increasing on S1, from which we
conclude that (-1Y- lUn(C - ) ::( ( _1)n - lUn(c). The linear independence
implies that there is a point to in (- 00, c) II I such that uj(to) < u1(c).
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Assume that to < t < c; then, subtracting the second column from the third,
we have

I

u1(c)

( -Itun(c)

o
u1(c) - u1(t)

un(c) - un(t)

I

Ul(t)
( _1)nun(t)

I

u1(t)

Un(t)

I

O~ Ul(tO)

( -Itun(to)

I

=(-It Ul(tO)

un(to)

Since Ul(t) is continuous at c, passing to the limit we have

I I 0

o~ (-It Ul(tO) Ul(C) 0
un(to) un(c-) un(c)-un(c-)

= (-It[u1(c)-Ul(tO)][Un(c)-un(c-)],

whence we conclude that (_1)n - lUn(c) ~ ( _1)n - lUn(C -). We have there
fore shown that un(t) is left-continuous at c. Since Un = Zn + W, with
wES(Zn_d, applying the inductive hypothesis we conclude that also Zn is
left-continuous at c.

If Zn is linearly dependent on (- 00, c] n I, from Condition I we con
clude that Zn must be linearly independent on (c, (0) n I. Thus, if d is an
arbitrary but fixed point in ( - 00, c) n I, it is clear that Zn is linearly inde
pendent on J2 = Cd, (0) n I, whence by Condition E there is a set Vn ,

obtained from Zn by a triangular linear transformation, such that both
{l, vn } and {l, Vi> vn } are normalized weak Markov systems on J2 • The
first assertion is equivalent to saying that V n is increasing on J 2 , from
which we conclude that vn(c-) ~ vn(c). The linear independence implies
that there is a point t 1 in (c, oo)nI such that v1(C)<v1(td. Choosing
t < C and proceeding as in the preceding paragraph, we deduce that
[vn(c-)-vn(c)][v1(td-v1(c)] ~O, whence vn(c)~vn(c-), and the conclu
sion readily follows. Q.E.D.

Proof of Theorem 3. Assume that Zn is a weakly nondegenerate
normalized weak Markov system.

From [7] we know that Zn can be embedded in a normalized weak
Markov system Un= {uo, ..., un} of continuous functions defined on an
open interval (ai> hI), and such that if h is the embedding function then
h(c) = c.

Assuming now that Zn is weakly nondegenerate, we shall adapt the
procedure outlined in the proof of the theorem of [7] to show that Un is
also weakly nondegenerate.
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Let S = {s;} denote the set of points of accumulation of A at which z1(t)
has jump discontinuities. If S; E 8 n (11,12), let d;= 2-'; on the other hand
if s,EA, let a;=2-('+I) if ZI(St)-ZI(S;) #0, and °otherwise. If s;=11 and
11 E A, let d, = a; = Izbt) - z;(s')l, whereas if s, = 12 and 12E A, we define
a;=lzJ(S,)-ZI(S,-)I. Let q(t)=t+Lsj<ldj if tEA but t1=8, whereas for
t , E An 8 we define q(t;) = t; + (Ls

j
< I, dJ ) + a,. It is clear that q(t) is strictly

increasing. (Note that there is a typographical error in the definitions of ()(;,
and p, in [7]. They should be defined in a manner similar to that of a,
above.)

Setting z~O)(t)=Zk[q-l(t)J, we infer from Lemma 1 that Z~O) is weakly
nondegenerate on A (0) = q(A). Moreover, it has the property that Z)O) is
either continuous or has a removable discontinuity at every point of
accumulation of A (0).

Let flO) = inf(A (0»), liO) = sup(A (0»). If 11°) belongs to A (0), define z~1) to
equal z~O)(lJ) on (- 00,11°»); if liO) belongs to A(O), define z~J) to equal
z(O)(I(O») on (1(0) 00)' moreover let z(1) = z(O) on A (0) Clearly Z(I) is a

r 2 2" 'r ron

weakly nondegenerate normalized weak Markov system defined on a set
A(1) that has no first nor last element. Let 111)=inf(A(1»), Iii) = sup(A(1»,
and let A(1) denote the closure of A(I) in the relative topology of
1= UP), IP»). If x is in A(1) but not in A(l), define z~2)(x)=limt_x- z~l)(t),

r = 0, ..., n, if x is a point accumulation of (- 00, x) n A(l>, or Z~2)(X)=
Iim t _ x + z~J)(t), r=O, ..., n, if it is not (this can be done because of
Lemma 3), whereas for x in A(l), let Z~2)(X)=Z~l)(x). Clearly Z~2) is a
normalized weak Markov system on A(1).

It is readily seen that Z~) is weakly nondegenerate on A(1): To prove
Condition I for Z~2), assume, e.g., that Z;?) is linearly dependent on
[e, 00) n A(1). From Condition I for Z~I) we readily infer that Z~I) is
linearly independent on (- 00, eJ n A (1J, which clearly implies that Z~2) is
linearly independent on (- 00, eJ n A(1). To prove Condition E, assume,
for example, that Z~2) is linearly independent on [e, 00) n A(1). Let dE A (1),
d < e be arbitrary but fixed. Since Z~l) is clearly linearly independent on
Cd, oo)nA(J), applying ConditionE to Z~l) on Cd, oo)nA(I) and passing
to the limit, Condition E for Z~2) on [e, 00) n A(1) readily follows.

Clearly the complementary set of A(1) in ml), li l »), if not empty, is a dis
joint union of open intervals Vj ; moreover if cJ = inf( Vj) and dJ = sup( Vj ),

then both e
J

and dj are in A(1). Let Wr be defined on las follows: If tEA(1),
then wr(t) = Z~2)(t). On the other hand, if t 1= A(1), then c, < t < d; for some
i. In this case, define wr(t)=[(dj-t)z~2)(c,)+(t-e,)z~2)(d;)Jj(d,-cJ

(Note that t= [(dj-t)e;+(t-ej)djJj(d;-e,.).) It is readily seen that
Wn = {wo, ..., wn } is a normalized weakly nondegenerate weak Markov
system defined on the open interval l. Since Z)2) is clearly continuous on
A(1), and WI is obtained from it by linear interpolation, we readily deduce
that W j is continuous on l. Applying Lemma 5, we thus conclude that aU
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the elements of Wn are continuous on I We have therefore shown that Zn
can be embedded in a weakly nondegenerate normalized weak Markov
system Wn of continuous functions defined on an open interval I.
Moreover, from Lemma 4 we know that the elements of S( Wn ) are of
bounded variation on every closed subinterval of I Thus, if the functions
V(Wb t) are defined as in Lemma 2, p(t) = t +Lk= 1 V(Wk' t), 11 = p(I),
WP)(t)=W;[p-l(t)], i=0,1,2, ...,n, and W~I)={W&l),W~Il, ...,W~l)}, it is
readily seen from Lemmas 1 and 2 that W~l) is a weakly nondegenerate
normalized weak Markov system of C-absolutely continuous functions on
/1' Thus, there is a strictly increasing function h( t) that embeds Z n into
W~I). Setting Pl(t)=e-h(e)+t, h 1(t)=Pl[h(t)], w\2)(t)=wP)[pl 1(t)],
and W~2)= {W&2l, ..., W~2)}, it is easy to see that h 1(t) embeds Zn into W~),

and that hI (c) = e. Making if necessary a change of variable of the form
e +arctan(t - c) to ensure the boundedness of the domain of the elements
of W~2), the conclusion readily follows.

The proof of the converse is trivial and will be omitted. Q.E.D.

To prove Theorem 1 we also need the following:

LEMMA 6. Let Un = {Uo, ..., Un} be a weakly nondegenerate weak
Markov system on an interval (a, b). If for some e in (a, b), uo(c) = 0, then
Uk(c) = 0, k = 1, 2, ..., n.

Proof We proceed by induction on n. For n = °the assertion is true by
hypothesis. To prove the inductive step, assume first that Un is linearly
independent on (a, c). Then from Conditon E we readily conclude that
there is a set Vn, obtained from Un by a triangular linear transformation,
such that both {( -1Yvn} and {vo, (_l)n+ I vn } are weak Markov systems
on (a,e]. From the first condition we conclude that (-1Yvn(e)~0. The
linear independence implies that there is a point to E (a, c), such that
vo(to) # 0. Applying the second condition we readily deduce that vo(to) > °
and that vo(to)(_l)n+lvn(e)~O. Thus (-IYvn(e)~O, and the assertion
readily follows.

If Un is linearly dependent on (a, c), from Condition I we deduce that it
must be linearly independent on (e, b), and the assertion is proved by a
similar procedure. Q.E.D.

Proof of Theorem 1. Let Zn be a weakly nondegenerate normalized
weak Markov system. Without loss of generality we can assume that
z;(e) =0, i= 1, ..., n. From Theorem 3 we know that there is a strictly
increasing function p: A ~ (all bd and a weakly nondegenerate normalized
weak Markov system {qo, ..., qn} of C-absolutely continuous functions
defined on (al,b 1 ), such that Zi=qioP, i=O, ...,n, and p(e)=e. Clearly
q ,(c) = 0, i = 1, ..., n; moreover, if D is the set of points on which the func-
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tions q; are differentiable, then the measure of D equals b1 - a1 • Let I be a
subinterval of (a1>bd, and let {k(r); r=O, ...,m} be a strictly increasing
sequence with k(O)=O, k(1)~ 1, and k(m)";;;n. Since the functions q,(t) are
C-absolutely continuous, it is readily seen that {q~(r); r = 1, ..., m} is
linearly dependent on In D if and only if {qk(l); r = 0, ..., m} is linearly
dependent on I. Thus, proceeding as in [10, Theorem 11.3(b)] we readily
infer that Q~ _ 1 = {q~, ..., q~} is a weakly nondegenerate weak Markov
system on D; thus if S is the subset of D on which q~ =I 0, and m; = q;/q~,

from Lemma 6 we readily deduce that M n - 1 = {m 1 , ••. , mn } is a weakly
nondegenerate normalized weak Markov system on S.

Let a2 = inf(S), b2= sup(S), and assume for instance that a2> 01 and
b2< b l . This implies that q~(t) =°on (aI' a2) n D and on (b2, bd n D. In
particular, Condition I implies that Q~ _ 1 is linearly independent on
(01) b2] n D. Thus Condition E implies that there is a system R n -1 =
{r l' ..., rn}, obtained from Q~ _ 1 by a triangular linear transformation, such
that {( - 1)' - 1r,} and {r 1> ( - 1)'r,}, i = 2, ..., n, are weak Markov systems
on D. Since r 1 == q~ >°on S, this means that ( -1 )'rir 1 is both increasing
and nonpositive (and therefore bounded from above) on S. Setting
u;=r;/r l on Sand u;(t)=lim H b

2
- r;(t)/r 1(t) on [b2, bd, it is clear that

Un = {u1, ..., Un} is a weakly nondegenerate weak Markov system on
Su [b 2 , b1 ). This means that there is a weakly nondegenerate normalized
weak Markov system M~°J.1 = {m~O), ..., m~O)} on S u [b 2 , bd that coincides
with M n - 1 on S, and such that the functions m~O) are constant on [b 2 , bd.
Applying Condition E again and using a similar procedure, it is easy to see
that M~o2 1 can be extended to the left; i.e., there exists a weakly noo
degenerate normalized weak Markov system M~121 = {mil), ..., m~l)} that
coincides with M n _ 1 on S, and such that the functions m~l) are constant
on (a1> a2 ] and on [b 2 , bd. Proceeding as in the proof of Theorem 3 we
readily see that there is a weakly nondegenerate normalized weak Markov
system Vn- 1= {VI' ..., Vn} on (aI' b1) that coincides with M"-l on S. Since
Lemma 6 implies that all the functions q; vanish on D - S, we conclude
that q;(t)=q~(t)v;(t) for every tin D and i=l, ...,n.lt is therefore clear
that for every x in (a 1, bd,

q;(x) = rq;(t) v;(t) dt,
c

i= 1, ..., n. (2)

The proof is completed by induction. For n = 1 the assertion of the theorem
follows from (2). We now proceed to the proof of the inductive step.

By inductive hypothesis there is a basis {VI' ..., vn } of the linear span of
{VI' ..., Vn}, such that for i = 1, ..., n and x E (a1> bd, v;(x) = p;[h(x)], where

Ix I'2 I"~lp;(x) = .,. dW,(t;).·· dW2(t2),
c c c
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h(x) is strictly increasing and bounded on (a"bd, h(c)=c, and the func
tions W; are continuous and increasing on (h(at), h(bI)). There is no loss
of generality if we assume that V, = v" i = 1, ..., n. It is clear that the inverse
function of h can be extended to an increasing (but not necessarily strictly
increasing) function g, continuous on (h(at), h(b1 )); thus since the func
tions p;(x) are continuous, setting w,(x) = H(x)q~(t) dt and applying [1,
p. 182, Lemma 8(f); 3, p.368, Theorem 1] we easily conclude that q;(x) =
f~(X) p;(t) dw,(t), whence the assertion readily follows. Q.E.D.

Proolol Theorem 2. From Theorem 1 we know that Zn is represen
table. Let Un= {Uo,""un} be a basis of S(Zn) having the representation
(1). One easily sees (as in [5, Lemma 2]) that Un is a normalized Markov
system on A.

Assume that for some k, wk( t) is constant on some subinterval I of
I(h(A)) that contains two points of h(A). By an inductive procedure
involving the number of integrations we see that uk[h-'(t)] can be
expressed as a linear combination ofuo(h-'(t)), ..., uk_,(h-'(t)) on I. Thus
Uk can be expressed as a linear combination of uo, ..., Uk_' on h-'(I). Since
h is strictly increasing and A has property (B), h-'(I) has an infinite
number of points. Since Uk is a Cebysev system we have obtained a
contradiction.

To prove the converse, let Un be a basis having a representation of the
form (1), where the functions hand W; satisfy the hypotheses of the
theorem. For k = 0, ..., n, let Vk(X) = Uk [h-'(x)]; it suffices to prove that Vn

is a normalized Markov system on h(A). Since h is strictly increasing, it is
clear h(A) has property (B). Thus, if {x;; i=O, ..., n} is an arbitrary subset
of h(A), with xo<x, < ... <xn , there is a subset {t,; i= 1, ..., n} of h(A)
with X;_, < t; < Xj' We now proceed by induction. The assertion is clearly
trivial for n = °and n = 1. Tc) prove the inductive step, let a = inf(h(A)),
b = sup(h(A)), and let Ir(t) be defined as follows: I, = 1, 12(t) = f~dw2(td,

and for r=3, ...,n, Ir(t)=f~f~2"·f~-ldwr(tr).. ·dw2(t2)' Clearly vr(x)=
f~/r(t)dw,(t), r=l, ...,n. By inductive hypothesis {f" ...,fn} is a nor
malized Markov system on h(A). In particular, this implies that for every
k, k = 1, ... , n, det[f,(tj); i, j= 1, ..., k] > 0. By continuity we conclude that
for each i there is a subinterval J; of (x;_" x,) such that if s,EJ, for each
i, then for each k, k = 1, ..., n, det[,h(sj); i, j = 1, ..., k] > 0. Proceeding as in,
e.g., the proof of [2, p. 382, Lemma 1], we see that for any k, k = 0, 1, ..., n,

det[v;(x); i,j=O, ..., k]

f
X! fX2 fXk

= ... det[f;(sj); i, j = 1, ..., k] dW,(Sk) dW,(Sk_ d ... dw,(sd.
XQ Xl Xk-l

Since, moreover, {I" ..., In} is a weak Markov system on (a, b), the
conclusion readily follows. Q.E.D.
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Proof of corollary. From Theorem 2 there is a basis Un of Zn having
a representation of the form (1), where h( t) is strictly increasing, and the
w,(t) are increasing on I(h(A)), and strictly increasing on h(A). Setting
W n + I (x) = x and

we readily obtain the conclusion.
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